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Background: Primary healthcare institutions find identifying individuals with

dementia particularly challenging. This study aimed to develop machine learn-

ing models for identifying predictive features of older adults with normal cogni-

tion to develop dementia. Methods: We developed four machine learning
enter for Alzheimer’s Disease (XYX, LYH, DL, GRC, FFH, JZ, JJZ, GBH, JWG, XCL, JYW, DYZ,
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models: logistic regression, decision tree, random forest, and gradient-boosted

trees, predicting dementia of 1,162 older adults with normal cognition at base-

line from the Hubei Memory and Aging Cohort Study. All relevant variables col-

lected were included in the models. The Shanghai Aging Study was selected as a

replication cohort (n = 1,370) to validate the performance of models including

the key features after a wrapper feature selection technique. Both cohorts

adopted comparable diagnostic criteria for dementia to most previous cohort

studies. Results: The random forest model exhibited slightly better predictive

power using a series of auditory verbal learning test, education, and follow-up

time, as measured by overall accuracy (93%) and an area under the curve

(AUC) (mean [standard error]: 088 [0.07]). When assessed in the external vali-

dation cohort, its performance was deemed acceptable with an AUC of 0.81

(0.15). Conversely, the logistic regression model showed better results in the

external validation set, attaining an AUC of 0.88 (0.20). Conclusion: Our

machine learning framework offers a viable strategy for predicting dementia

using only memory tests in primary healthcare settings. This model can track

cognitive changes and provide valuable insights for early intervention. (Am J

Geriatr Psychiatry 2025; 33:487−499)
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Highlights

� What is the primary question addressed by this study?
This study explores the predictive features of dementia among older adults.

� What is the main finding of this study?
The random forest model, incorporating five key features, including age, follow years, and Auditory verbal

learning test, exhibited better performance.
� What is the meaning of the finding?

These findings offer a viable strategy for predicting dementia using only memory tests in primary healthcare

settings.
INTRODUCTION

T he increasing prevalence of dementia and its pre-
cursor, mild cognitive impairment (MCI), poses a

significant public health challenge worldwide. Having
the largest older population worldwide, China has
more than 38.77 million individuals with MCI,1

accounting for a quarter of the global population of
patients with dementia.2 Owing to the complex nature
of its etiology and clinical heterogeneity3 and especially
to the limited diagnostic resources and a shortage of
specialists,4 the diagnostic rate of dementia remains
extremely low despite the first-line position of primary
healthcare institutions in early identification and diag-
nosis of dementia.5 Primary healthcare institutions
across China find it particularly challenging to identify
individuals with dementia, compounded by the lack of
evidence-based medicine and applicable guidelines
specific to China.6

Collaborative efforts among researchers have
resulted in the development of machine learning algo-
rithms designed to predict and identify dementia.
These algorithms exploit the rich information contained
in dense, high-dimensional data.7−13 In a study involv-
ing 15,307 participants, the analysis of extensive data-
sets containing demographic details, lifestyle patterns,
psychological health, and chronic ailments indicated
that machine learning algorithms could effectively fore-
cast the onset of dementia within 2 years among
patients receiving care at memory clinics, using only six
variables.13 A systematic review of 92 studies demon-
strated that machine learning, particularly when
leveraging neuroimaging techniques and neural
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networks, can equal or even surpass clinical predictions
in various dementia-related tasks.14 Although multiple
studies have demonstrated the potential of machine
learning in identifying those at risk earlier in the disease
trajectory, several significant limitations exist. Firstly,
some studies were limited by their cross-sectional
design. Information collected at a single time-point
may not be sufficient to establish causality between pre-
dictive factors and disease development.15 Secondly,
most machine learning models utilize brief cognitive
assessments in their cognitive modules, such as the
Mini-Mental State Examination (MMSE) and Montreal
Cognitive Assessment (MoCA),16,17 which tend to over-
look specific features presented by certain cognitive sub-
domains. Although a longitudinal cohort study that
FIGURE 1. Flowchart of developing machine learning algorithms ba
LR, logistic regression; RF, random forest; DT, decision tree; XGB, gra

Am J Geriatr Psychiatry 33:5, May 2025

Descargado para Lucia Angulo (lu.maru26@gmail.com) en National Library of
2025. Para uso personal exclusivamente. No se permiten otros usos sin autoriz
used multidimensional cognitive assessments for
machine learning model prediction revealed the signifi-
cant role of vocabulary and episodic memory domains
in predicting cognitive impairment,18 this study had a
small sample size (n = 253), which poses the risk of over-
fitting the model.18 Thirdly, most studies relied solely
on a single dataset for internal validation and lacked
external validation, which may result in overfitting of
the model and difficulties in generalizing the results to
different populations.19 Finally, the complexity can be a
challenge when implementingmachine learningmodels
in real-world settings. It is important to ensure that
these models are not only accurate but also interpretable
and user-friendly for healthcare professionals, particu-
larly in community settings.19
sed on two prospective cohort studies in China. Abbreviations:
dient-boosted trees; CRF, case report form.
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To address the limitations of existing machine
learning models in predicting dementia and increase
their applicability in community settings, this study
aimed to develop machine learning models for identi-
fying predictive features of older adults with normal
cognition to develop dementia. Internal validation
was conducted using the Hubei Memory and Aging
Cohort Study (HMACS), and external validation
using the Shanghai Aging Study (SAS) (Fig. 1). Both
cohorts have comparable study designs, procedures,
and diagnostic criteria dementia to most previous
cohort studies.20,21 Four widely used and explanatory
machine learning models in predicting cognitive
decline were employed in this study.19,22,23 By identi-
fying individuals at a high risk of dementia, interven-
tions can be targeted to those who need mostly,
potentially preventing or delaying the onset of cogni-
tive decline.
METHODS

Study Sample of Model Development

We utilized data previously collected from the
HMACS database. The HMACS was designed as a
community-based cohort study that included urban
(31 neighborhoods) and rural (48 villages) settings.
Based on the electronic health records maintained in
communities and health centers, all eligible geriatric
residents living within the sampled neighborhoods
and villages were invited to complete cognitive tests
and clinical assessments in the first wave of the sur-
vey (Wave 1, 2018−2021). The HMACS collects data
from all participants every 2−3 years (Wave 2, 2022
−2023) and investigates how social, family, behav-
ioral, economic, and environmental factors affect
aging and cognition. Based on the results of the study
visit, an expert consensus panel identified either nor-
mal cognition, MCI, or dementia as the clinical diag-
nosis. In the current study, participants from the
HMACS were included if they met the following cri-
teria: (1) provided informed consent or witnessed oral
consent; (2) demonstrated cognitive normality in
Wave 1 and completed the Wave 2 survey; (3) neither
had severe hearing loss nor difficulties understanding
spoken or written Chinese; (4) did not have physi-
cian-diagnosed dementia, mental disorders, or intel-
lectual disability; and (5) were able to communicate
490
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and participate in the cognitive examinations. A total
of 1,351 individuals with an average follow-up dura-
tion of approximately 2 years were included. Details
of the protocol and associated guidelines have been
previously published.24

This study was approved by the Medical Ethics
Committee of the Wuhan University of Science and
Technology granted the study ethical approval (pro-
tocol code: 201845). Before the commencement of the
study, all participants provided written or oral con-
sent. No information identifying any individual was
disclosed. All procedures involving human partici-
pants complied with the 1964 Declaration of Helsinki
and its subsequent guidelines.
Outcome

The outcome of interest was the incident all-cause
dementia within approximately 2 years of baseline
assessment in the HMACS cohort. There was insuffi-
cient information to categorize the population into
different types of dementia based on etiology. Diag-
nosis of dementia established according to the Diag-
nostic and Statistical Manual of Mental Disorders,
Fourth Edition criteria,25 which includes prior normal
cognitive function, decline in cognitive abilities or
abnormal mental behavior, decline in cognitive abili-
ties affecting work or daily life, and the absence of
any other psychiatric disorder or delirium that could
explain cognitive decline.
Candidate Predictors of Model Development

We included all relevant variables obtained during
the initial visit using a standardized case report form
in the HMACS cohort (Table S1). Variables containing
free text values, such as medication names, were
excluded, as were variables that remained constant
across all participants, such as the visit number. Con-
sequently, we identified a total of 94 variables,
encompassing 9 variables related to demographic
characteristics, 30 variables related to behavior and
lifestyle, 5 variables related to physical examination,
27 variables related to medical history, 6 variables
related to peripheral organ function assessment, 2
variables related to psychological status, and 15 varia-
bles derived from the neuropsychological test battery.

Participants enrolled in the program underwent
comprehensive clinical interviews with neurologists
Am J Geriatr Psychiatry 33:5, May 2025
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who used a neuropsychological battery. This battery
was used to evaluate various cognitive domains,
including global cognition, executive functioning/
attention, language, visuospatial functioning, and
memory. The cognitive assessment tools employed
included the MMSE, Montreal Cognitive Assessment-
basic (MoCA-B), Verbal Fluency Test (VFT), Auditory
Verbal Learning Test- Huashan Version (AVLT),
Clock Drawing Test, Digit Span Test (DST), Trail
Making Test-A/B, Boston Naming Test (BNT), and
Subjective Cognitive Decline Scale. The AVLT meas-
ures short-term memory (trials 1−3), delayed recall
(trials 4 and 5) at 5 and 20 min, category-cued recall
(trial 6), and recognition (trial 7). Further details are
provided in Table S1.
Model Development in the HMACS Cohort

We implemented four machine learning algo-
rithms: logistic regression (LR),26 decision tree (DT),27

random forest (RF),28 and gradient-boosted trees
(XGB)29 (eMethods in the Supplement). These models
were selected based on their distinct attributes: LR for
its interpretability, DT for its visual and rule-based
decision-making, RF for its robustness and accuracy
through ensemble methods, and XGB for its high per-
formance and ability to model complex interactions.
This diverse selection aims to leverage both interpret-
ability and predictive power to enhance our model’s
efficacy and reliability. Moreover, these methods
have been widely used and demonstrated good per-
formance in previous studies, further supporting their
suitability for our research.19,22,23 These algorithms
performed a classification task: determining whether
a participant belonged to class 0 (predicted to retain
normal cognition 2 years fromWave 1) or class 1 (pre-
dicted to experience incident dementia during follow-
up on the variables recorded at the first visit). To
implement the machine learning algorithms, we used
the Python scikit-learn library (Python Software
Foundation) with 10-fold cross-validation.
Identification of Key Features

The utilization of a machine learning approach
may present a potential limitation due to the high
number of variables required. With an increasing
number of variables, the implementation of the model
in a clinical setting may become less feasible, and the
Am J Geriatr Psychiatry 33:5, May 2025
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interpretability of the model may be compromised.
Thus, a wrapper feature selection technique was used
to identify the key features among all the variables
from the HMACS cohort, which could improve
model performance and reduce complexity and
computational costs.30 It can also improve the accu-
racy, reduce the overfitting, speed up training,
improve data visualization, and increase the explain-
ability of the model. Further details regarding the
wrapper approach are provided in the eMethods sec-
tion of the Supplement.
External Validation

To validate our results, we selected the SAS as the
replication cohort. In the external validation set, we
validated the machine learning models containing the
key features after the wrapper feature selection tech-
nique. The SAS cohort was established to prospec-
tively investigate cognitive impairment among
individuals aged ≥ 60 years residing in downtown
Shanghai, China. All participants underwent exten-
sive epidemiological, neurological, and neuropsycho-
logical assessments, with consensus diagnostic
criteria applied uniformly across all participants.20

The inclusion criteria for the study population
included in the current study were aligned with the
standards set for HMACS. Finally, 1,370 individuals
who were cognitively normal in Wave 1 and com-
pleted the Wave 2 survey were included in the exter-
nal validation dataset.
Statistical Analysis

Continuous variables are presented as medians
and interquartile ranges (IQR) due to their skewed
distribution, as assessed by histograms. Categorical
variables are presented as frequencies and percen-
tages. The distribution of variables between the two
groups was compared using the Mann-Whitney
U test for continuous variables and the chi-square test
for categorical variables. The missing data rate for all
variables was less than 20%, with the exception of the
DST, Trail Making Test, BNT, CDT, and AVLT tests
in the HMACS cohort, which exhibited a missing rate
of approximately 50%. Before imputing the missing
data, we considered the pattern of missingness in the
data. Firstly, we generated a correlation matrix of the
variables with missing data and found that many
491
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variables were significantly correlated, which ruled
out the possibility of missing completely at random.
We then fitted a logistic regression model for each
field’s missing data indicator against each of the other
fields in turn, examining the p-values. P-values were
adjusted using a �Sid�ak correction, replacing the
threshold a with 1-(1-a)1/#tests (8.307 £ 10-6). Our
analysis indicated that the missing values of the varia-
bles did not exhibit any correlation with other varia-
bles, thereby confirming that the missing data in our
study were indeed missing at random (MAR).
Machine-learning methods capable of managing mul-
tivariate inputs have proven effective across various
data processing domains,31−34 especially in situations
marked by extreme missingness (greater than 90%),35

such as Inverse Distance Weighting, Support Vector
Regressor, and Random Forest Regressor (RFR). In
our research, we utilized the RFR from the Python
library sklearn, ensemble to address missing values.
This selection was based on its superior performance
relative to other methods, assessed using the Nash-
Sutcliffe efficiency metric. The static imputation pro-
cess involved several steps, including data pre-proc-
essing, profiling, analyzing variable correlations, and
imputation. Categorical variables are represented as
numerical values in the machine learning models
using dummy coding. Continuous variables were
standardized using z-scores. The performance of the
machine learning models was evaluated based on
their overall accuracy, sensitivity, and specificity,
with equal weighting given to false-positive and
false-negative errors. The positive predictive value
(PPV), negative predictive value (NPV), and area
under the receiver operating characteristic curve
(AUC) were utilized to summarize the model perfor-
mance, and the mean performance measures and
standard errors (SE) were also obtained. All data
processing and analyses were conducted using R, ver-
sion 3.6.3 (R Foundation for Statistical Computing,
Vienna, Austria), and Python, version 3.9 (Python
Software Foundation, Wilmington, DE, USA).
RESULTS

Baseline Characteristic in the HMACS Cohort

The final analytic sample comprised 1,162 partici-
pants (median [IQR] age, 70.00 [67.00, 74.00] years;
492

Descargado para Lucia Angulo (lu.maru26@gmail.com) en National Library of
2025. Para uso personal exclusivamente. No se permiten otros usos sin autoriz
610 [52.5%] women and 552 [47.5%] men) in the
HMACS cohort. The sample characteristics are listed
in Table 1. Within a span of approximately 2 years
from baseline, dementia was observed in 110 partici-
pants, accounting for 9.5% of the total sample. Com-
pared to individuals who maintained normal
cognitive function, those who developed dementia in
Wave 2 were characterized by older age, a higher pro-
portion of females, lower educational attainment, a
higher representation of physically demanding occu-
pations, a higher proportion of unmarried individu-
als, lower monthly income with unstable earnings,
and lower levels of physical and intellectual activities
(Table 1) in Wave 1. In addition, this group of individ-
uals also exhibited poorer performance on neuropsy-
chological tests, including MMSE (Mann-Whitney U
test, Z = -8.152, p <0.001) and MoCA-B (Mann-Whit-
ney U test, Z = -5.998, p <0.001) for assessing global
cognition and VFT (Mann-Whitney U test, Z = -3.120,
p = 0.002) for language domain.
Performance of Machine Learning Models

Table 2 shows the model discrimination results for
the predicting of dementia, including overall accu-
racy, sensitivity, specificity, PPV, NPV, and AUC
including a total of 94 variables from the HMACS
cohort. RF model demonstrated an overall accuracy
of 92% and an AUC of 0.83 (mean [SE]: 0.07). In com-
parison, the performance of DT and LR models was
slightly inferior, with LR achieving an overall accu-
racy of 88% and an AUC of 0.80 [0.07], while DT
recorded an accuracy of 83% and an AUC of 0.82
[0.04]. XGB model exhibited the weakest perfor-
mance, with an AUC value of 0.86 (infinity). The
receiver operating characteristic curve for each
machine learning model demonstrated similarities
(Figure 2a).
Identification of Key Features

The wrapper feature selection technique was
used to identify key features among all 94 varia-
bles30 (Table S1). Figure 3 shows the number of
optimal feature sequences obtained after the
sequential feature selection. Given the generally
higher AUC values of the RF model compared to
the others and the highest value observed in the
RF model in Figure 3, the feature variables that
Am J Geriatr Psychiatry 33:5, May 2025
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TABLE 1. Demographic Characteristics of Study Participants from HMACS in Wave 1.

Variables
Cognitively Normal

(n = 1,052)
All-Cause Dementia

(n = 110) x2/Z p-Value

Demographic characteristics
Age,median (IQR) 70.00 (67.00, 73.00) 73.00 (69.00, 78.00) �5.884 < 0.001
Sex, male, n (%) 527 (50.1) 25 (22.7) 29.911 < 0.001
Years of education,median (IQR) 7.00 (0.00, 12.00) 0.00 (0.00, 0.00) �9.498 < 0.001
BMI, median (IQR) 23.88 (21.88, 25.96) 22.98 (20.89, 26.04) �1.504 0.133
Job before retirement, n (%) 49.549 < 0.001
White collar worker 259 (27.1) 3 (3.0)
Blue collar worker 593 (62.0) 98 (97.0)
Others 104 (10.9) 0 (0.0)

Marriage, married, n (%) 750 (71.8) 67 (61.5) 5.141 0.023
Stable income, yes, n (%) 875 (90.5) 78 (77.2) 16.730 < 0.001
Monthly income, ≤ 3000 CNY, n (%) 538 (58.5) 80 (90.9) 35.612 < 0.001
Disease history
Hypertension, yes, n (%) 544 (52.0) 65 (59.1) 2.003 0.157
Diabetes, yes, n (%) 200 (19.2) 18 (16.4) 0.519 0.471

Behavior and lifestyle
Alcohol consumption, yes, n (%) 350 (34.6) 25 (23.8) 4.982 0.026
Smoking, yes, n (%) 372 (35.6) 18 (16.7) 15.625 < 0.001
Tea consumption, yes, n (%) 621 (64.2) 70 (68.6) 0.784 0.376
Physical activity, yes, n (%) 804 (76.6) 62 (56.4) 21.679 < 0.001
Intellectual activity, yes, n (%) 604 (60.0) 20 (19.2) 63.578 < 0.001
Living alone, yes, n (%) 143 (14.9) 22 (20.4) 2.257 0.133

Neuropsychological tests, median (IQR)
MMSE 29.00 (26.00, 30.00) 25.00 (22.00, 27.00) �8.152 < 0.001
MoCA-B 25.00 (21.00, 27.00) 20.50 (18.00, 25.00) �5.998 < 0.001
VFT 15.00 (12.00, 18.00) 13.00 (9.00, 16.00) �3.120 0.002
AVLT trail 1 3.00 (2.00, 5.00) 3.00 (2.00, 3.50) �1.503 0.133
AVLT trail 2 4.50 (3.00, 6.00) 5.00 (3.50, 6.00) �0.143 0.886
AVLT trail 3 5.00 (4.00, 7.00) 5.00 (4.00, 7.00) �0.176 0.860
AVLT trail 4 5.00 (3.00, 7.00) 5.00 (3.25, 6.75) �0.363 0.717
AVLT trail 5 4.00 (3.00, 7.00) 5.00 (3.00, 6.00) �0.308 0.758
AVLT trail 6 4.00 (2.00, 7.00) 4.00 (0.00, 6.00) �0.872 0.383
AVLT trail 7 21.00 (18.00, 22.00) 21.00 (19.00, 22.25) �0.561 0.575
CDT 23.00 (11.00, 26.00) 23.00 (19.00, 26.00) �0.839 0.402
DST 14.00 (11.00, 17.00) 14.00 (10.00, 17.00) �0.030 0.976
BNT 22.00 (18.00, 26.00) 21.00 (17.00, 25.00) �1.123 0.261
TMT-A, seconds 84.00 (62.00, 110.00) 83.00 (60.00, 133.00) �0.590 0.555
TMT-B, seconds 190.00 (148.00, 240.00) 193.50 (139.50, 252.00) �0.033 0.973

Depression symptomsa, yes, n (%) 39 (4.2) 5 (5.0) 0.145 0.703
ADL, median (IQR) 20.00 (20.00, 21.00) 21.00 (20.00, 23.00) �5.763 < 0.001

a Depression symptoms were evaluated by Geriatric depression scale-15.
The distribution of variables between the two groups was compared using the Mann-Whitney U test (Z) for continuous variables and the chi-
square test (x2) for categorical variables.
The chi-square degree of freedom (df) was 1 for all variables except for Job before retirement (df = 2).
HMACS: Hubei memory and aging cohort study; BMI: body mass index; MMSE: mini-mental state examination; MoCA-B: Montreal cognitive assess-
ment basic; VFT: verbal fluency test; AVLT: auditory verbal learning test; CDT: clock drawing test; DST: digit span test; BNT: Boston naming test;
TMT-A: trail making test-A; TMT-B: trail making test-B; ADL: activities of daily living; IQR: interquartile range.

Xie et al.
yielded the highest AUC value for the RF model
were selected. Subsets included education, follow-
up time, AVLT trial 1, AVLT trial 3, and AVLT
trial 6. The selected features yielding the classifica-
tion performance are listed in Table 2, and a visu-
alization of the receiver operating characteristic
curves is shown in Figure 2b. All machine learning
models incorporating the five key features demon-
strated slightly improvement of AUC values
Am J Geriatr Psychiatry 33:5, May 2025
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compared with the basic machine learning models.
The AUC for the RF, LR, DT, and XGB models
were 0.88 (0.07), 0.81 (0.11), 0.86 (0.04), and 0.89
(0.21), respectively.
External Validation

The validation cohort comprised 1,370 participants
(median [IQR] age, 69.85 [64.27, 75.72] years; 736
493
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TABLE 2. Performance Measures for the Prediction of Incident Cognitive Impairment.

Performance Measures, Mean (SE)

Overall Accuracy Sensitivity Specificity
Positive

Predictive Value
Negative

Predictive Value
Area Under
the Curve

HMACS, including all predictors
LR 0.88 (0.02) 0.18 (0.10) 0.95 (0.02) 0.27 (0.03) 0.92 (0.02) 0.80 (0.07)
DT 0.83 (0.03) 0.55 (0.08) 0.86 (0.03) 0.29 (0.03) 0.95 (0.02) 0.82 (0.04)
RF 0.92 (0.01) 0.36 (0.13) 0.98 (0.01) 0.62 (0.03) 0.94 (0.02) 0.83 (0.07)
XGB 0.91 (0.01) 0.00 (0.00) 1.00 (0.00) 0.00 (0.00) 0.91 (0.02) 0.86 (Inf)

HMACS, five key features after wrapper selection
LR 0.91(0.01) 0.13 (0.14) 0.99 (0.01) 0.50 (0.03) 0.92 (0.02) 0.81 (0.11)
DT 0.82(0.03) 0.68 (0.07) 0.84 (0.03) 0.30 (0.03) 0.96 (0.01) 0.86 (0.04)
RF 0.93(0.01) 0.36 (0.15) 0.99 (0.01) 0.73 (0.03) 0.94 (0.02) 0.88 (0.07)
XGB 0.91 (0.01) 0.05 (0.20) 1.00 (0.00) 1.00 (0.00) 0.90 (0.02) 0.89 (0.21)

SAS, external validation
LR 0.97 (0.01) 0.10 (0.30) 1.00 (0.00) 1.00 (0.00) 0.97 (0.01) 0.88 (0.20)
DT 0.89 (0.03) 0.50 (0.09) 0.91 (0.02) 0.17 (0.02) 0.98 (0.01) 0.80 (0.04)
RF 0.97 (0.01) 0.20 (0.23) 0.99 (0.01) 0.67 (0.03) 0.97 (0.01) 0.81 (0.15)
XGB 0.96 (0.01) 0.00 (0.00) 1.00 (0.00) 0.00 (0.00) 0.96 (0.01) 0.80 (Inf)

HMACS: Hubei memory and aging cohort study; SAS: Shanghai aging study; LR: logistic regression; RF: random forest; DT: decision tree; XGB:
gradient-boosted trees; SE: standard error; Inf: infinity.
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[53.7%] women and 634 [46.3%] men) in the SAS
cohort. The characteristics of the samples are listed in
Table S2. Within a span of 5.3 years from baseline,
dementia was observed in 52 participants, accounting
for 3.8% of the total sample. Compared to individuals
with normal cognitive function, those who experi-
enced dementia in Wave 2 were older (Mann-Whit-
ney U test, Z = �7.285, p < 0.001) and had
lower educational attainment (Mann-Whitney U test,
Z = -4.748, p < 0.001) in Wave 1. In addition, this
FIGURE 2. Receiver operating characteristic curves. [A] Four machin
[B] four machine learning models incorporating five key features ide
LR, logistic regression; RF, random forest; DT, decision tree; XGB, gra
Study.
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group of individuals also exhibited poorer perfor-
mance on neuropsychological tests, including the
MMSE for assessing global cognition and AVLT trials
1−7 for the memory domain (Table S2).

Table 2 presents the performance of the model
evaluated in the SAS cohort including the five key
features after the wrapper feature selection technique.
Among the models evaluated during internal valida-
tion, the RF model, which showed slightly better per-
formance, also slightly outperformed the DT and
e learning models include all candidate predictors in HMACS;
ntified by wrapper feature selection in HMACS. Abbreviations:
dient-boosted trees. HMACS: Hubei Memory and Aging Cohort

Am J Geriatr Psychiatry 33:5, May 2025

 Health and Social Security de ClinicalKey.es por Elsevier en mayo 14, 
ación. Copyright ©2025. Elsevier Inc. Todos los derechos reservados.



FIGURE 3. Area under the curve (AUC) versus number of features used for training the four machine learning models. Abbrevia-
tions: LR, logistic regression; RF, random forest; DT, decision tree; XGB, gradient-boosted trees.
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XGBmodels in the external validation cohort. In addi-
tion, the LR model performed better in the external
validation, with an AUC value of 0.88 (0.20).

DISCUSSION

Based on two prospective cohort studies conducted
in China, we devised machine learning algorithms to
forecast the advancement of dementia in older adults
living in communities with normal cognition. Internal
and external validations were performed. Our results
indicate that the RF model, incorporating five key fea-
tures, including education, follow-up time, and AVLT
(trials 1, 3, and 6), exhibited better performance of
accuracy and AUC values. The performances of the
XGB, DT, and LR models were slightly inferior. Our
model can be integrated into community primary
health systems, utilizing health examination data for
individuals aged 65 and above to screen high-risk pop-
ulations for cognitive impairment and implement pre-
ventive interventions.36 By predicting with an effective
model, timely interventions can be applied before sig-
nificant cognitive decline occurs. Such interventions,
including enhancing health education and promoting
healthy lifestyle changes, could have a substantial
impact, as delaying the onset by just one year could
prevent over 9 million dementia cases by 2050.37

Prior studies on machine learning to predict the risk
of cognitive impairment focused on high-dimensional
data, including positron emission tomography scans,
cerebrospinal fluid biomarkers neuroimaging,
Am J Geriatr Psychiatry 33:5, May 2025
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neurophysiology, genetics, and proteomics,38−40 which
are not commonly available in community settings.
Our machine learning models complement these anal-
yses and have the advantage of incorporating only five
key features to predict the outcome of dementia. Most
of these key features are derived from the AVLT, a
widely used tool in standard memory tests known for
its high sensitivity and specificity in identifying MCI
and dementia.41 Neuroimaging studies have linked
the immediate, short-term, and delayed recall compo-
nents of the AVLT to the structural integrity of the hip-
pocampus.42 Compared with the MMSE and MoCA,
the AVLT is more sensitive to cognitive decline,43 con-
sistent with our findings. Among memory dimensions,
delayed recall is considered the most sensitive predic-
tive factor for cognitive impairment,43,44 and both
short- and long-term delayed recall are equally valu-
able.45 Immediate recall acts as a determinant of
delayed recall,46 while cue recall is impaired in the pro-
cess of cognitive impairment.47 Our study streamlined
the conventional neuropsychological battery by select-
ing the most representative items (AVLT trials), signifi-
cantly reducing the time and manpower costs. Thus,
our model may facilitate large-scale cognitive screen-
ing in communities, providing a convenient method
for community healthcare workers to identify high-
risk individuals at an early stage.

Previous machine learning algorithms have already
been used in population surveys to identify persons
with cognitive impairment but often relied solely on
internal validation.19,48 Our model was derived from
follow-up data from the HMACS and externally
495
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validated using longitudinal data from an independent
SAS cohort. The two cohorts, originating from south-
east and midwest China, were rigorously designed
with consistent and reliable diagnostic criteria.20,21

Compared to most reported machine learning
algorithms for predicting cognitive impairment
(Table S3), our models demonstrated slightly better
performance. Two large-scale studies, one using Tai-
wan’s National Health Insurance Research Database
and the other using general practice patient records
from the UK, utilized machine learning models to
predict dementia and achieved AUC values of 0.74
and 0.63, respectively.8,49 In addition, owing to limita-
tions in electronic medical records, these studies did
not incorporate comprehensive cognitive assessments
as predictive variables. Based on the 4-year follow-up
data from the China Health and Retirement Longitu-
dinal Study cohort, a cognitive impairment prediction
model exhibited an AUC of 0.79.50 The model
included only MMSE scores and did not incorporate
specific cognitive domains as predictor variables. A
study by James et al.13 overcame this difficulty by uti-
lizing the US National Alzheimer Coordinating Cen-
ter to construct predictive models with excellent
performance (AUC: 0.91−0.92) using machine learn-
ing algorithms. Although this study used a large sam-
ple from the United States, no external validation was
conducted, making generalizing the model and
expanding its applicability challenging. Our model
was externally validated using an independent
domestic cohort, demonstrating its robust applicabil-
ity within similar cultural and linguistic contexts.
Limitations

Firstly, the machine learning models used in our
study and their external validation were derived from
a population of the same ethnicity. Caution should be
exercised when extrapolating the model to other ethnic
groups. However, at each sampling site (neighbor-
hoods and villages), general population sampling was
conducted to obtain a representative cohort. Moreover,
we ensured high data quality by imposing
strict inclusion criteria based on sample characteristics.
All field interviewers received comprehensive training,
and stringent quality control measures were imple-
mented throughout the study to improve data the reli-
ability and validity. Secondly, our study did not
incorporate imaging and biomarker data for
496
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identifying dementia. Although these data could
enhance the precision of the model, they are not easily
accessible in primary healthcare institutions. Our
objective is to establish predictive models more suit-
able for large-scale community screening. Thirdly, this
study focused solely on all-cause dementia, without
differentiating between various dementia types based
on their etiology. This lack of classification restricts the
model’s ability to account for the heterogeneity among
dementia subtypes, potentially affecting the generaliz-
ability and specificity of the findings. Future research
should consider incorporating etiological distinctions
to enhance the model’s accuracy and applicability.
Finally, the presence of missing values poses a limita-
tion to the study, potentially affecting the robustness
of the findings. While we employed advanced imputa-
tion techniques such as the RFR, the high missing rate
in certain variables may still introduce bias and limit
the generalizability of our results. Additionally, RFR is
considered a static imputation method. While it can be
a quick and easy solution for handling MAR data, it is
essential to recognize its disadvantages. Future
research should aim to minimize missing data through
improved data collection methods and consider more
sophisticated imputation techniques to enhance the
validity of conclusions drawn from the analysis.

An important issue to consider was that although
the SAS cohort had a longer follow-up period than
the HMACS cohort, it exhibited a lower prevalence of
dementia. This discrepancy may be attributed to the
differences in cohort composition: the HMACS cohort
included both urban and rural populations, while the
SAS cohort consisted solely of urban residents. Varia-
tions in lifestyle, access to healthcare, and environ-
mental factors between urban and rural settings
could significantly influence cognitive health and its
progression. Rural populations might experience dis-
tinct risk and protective factors compared to urban
populations, potentially affecting the rate of cognitive
decline and the performance of predictive models.51

Additionally, the urban residents in the SAS cohort
might benefit from improved access to healthcare
and cognitive interventions, which could contribute
to a slower progression of cognitive decline in this
cohort.52 Furthermore, although the diagnostic meth-
ods for dementia were consistent across both cohorts,
differences in the execution or reporting of cognitive
assessments could still impact observed rates of
dementia. These differences highlight the importance
Am J Geriatr Psychiatry 33:5, May 2025
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of considering sample characteristics when interpret-
ing study results. Therefore, caution is needed when
generalizing predictive models across diverse popula-
tions. Future research should focus on accounting for
these variations to enhance the reliability of cognitive
decline predictions.

CONCLUSION

Our machine learning framework achieved high
accuracy in predicting dementia through community
screenings and was validated using an independent
cohort. This model could provide valuable insights
for early intervention through accessible information
in community settings. To explore more effective
models for reducing the incidence of dementia, it is
essential to include populations with extended fol-
low-up periods to investigate machine learning mod-
els with greater accuracy. This, in turn, can help
advance the timing of preventive interventions.
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