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Artificial intelligence (AI) in healthcare is the ability of a computer to perform tasks typically associatedwith clin-
ical care (e.g.medical decision-making and documentation). AIwill soonbe integrated into an increasing number
of healthcare applications, including elements of emergency department (ED) care. Here, we describe the basics
of AI, various categories of its functions (includingmachine learning andnatural language processing) and review
emerging and potential future use-cases for emergency care. For example, AI-assisted symptom checkers could
help direct patients to the appropriate setting, models could assist in assigning triage levels, and ambient AI sys-
tems could document clinical encounters. AI could also help provide focused summaries of charts, summarize en-
counters for hand-offs, and create discharge instructions with an appropriate language and reading level.
Additional use cases includemedical decisionmaking for decision rules, real-timemodels that predict clinical de-
terioration or sepsis, and efficient extraction of unstructured data for coding, billing, research, and quality initia-
tives.Wediscuss the potential transformative benefits of AI, aswell as the concerns regarding its use (e.g. privacy,
data accuracy, and the potential for changing the doctor-patient relationship).
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Over the next decade, artificial intelligence (AI) will be increasingly
used in patient- and clinician-facing applications in healthcare. When it
comes to emergency department (ED) care, AI presents unique opportu-
nities and challenges in patient care seeking, ED care delivery, post-acute
care, and in administrative and research functions. Here we describe how
AI works, review emerging and potential use-cases, as well as limitations
for ED care. We follow a possible future patient's AI-augmented journey
from symptoms and injury to disposition and recovery. While today
many of these uses are conceptual, AI will be increasingly integrated
into ED care in the coming years. Emergency physicians will likely be
early adopters of this technology. We believe ED patients and emergency
physicians have the potential to benefit from AI in transformative ways.
Yet, given its limitations and challenges, the technologywill need to be in-
tegrated thoughtfully to avoid unintended consequences.

1. What is artificial intelligence?

AI is any system thatmimics parts of human cognitive functions. Cat-
egories include: 1) determining data patterns (machine learning),
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2) natural language processing and understanding (NLP/NLU, aka
speech-to-text, text-to-speech, and parsing unstructured text inputs),
3) image recognition, and 4) robotics (e.g. sensing the environment
and choosing actions) [1]. Applications of these functions in medicine
vary in terms of required data and technical complexity.

AI can be conceptualized by how it uses data to arrive at an output.
AI can follow either a rule-based or example-based approach. Rule-
based approaches, also known as algorithms, follow predetermined
rules created by a programmer (e.g. a sepsis alert triggers when a pa-
tientmeets more than two Systemic Inflammatory Response Syndrome
[SIRS] criteria). Example-based approaches, also known as models, do
not use preset algorithms. Rather, the AI seeks examples by looking
for data patterns viamachine learning (ML) and its subset deep learning
(DL) (Fig. 1). ML is a general term where the computer does not follow
explicit instructions to analyze data and determine patterns (Fig. 1).
Among programmers, this is referred to in the field as “training the
model.” DL is one approach to ML. DL uses very large amounts of data
(structured or unstructured) and applies neural networks (complex
multi-layered/nodal systems that run multiple regressions simulta-
neously) to make connections between bits of information (Fig. 1) [1].
For example, DL has been used to detect and quantify subtle intracranial
hemorrhages based using data in radiographic images [2].
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Fig. 1. A conceptualization of the functions of Artificial Intelligence (AI), Machine Learning (ML), Neural Networks (NN), and Deep Learning (DL).
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Generative AI is one example of DL. Generative AI models summa-
rize information and predict new text, images, music etc. When gener-
ative AI is based on amodel of enough size and complexity it is termed a
large-language model (LLM). LLMs are created by DL applied to a spe-
cific set of data (also known as “training on data”). Training data may
be specific to a topic or non-specific (e.g. the entire internet) [3]. For ex-
ample, Google's Med-PaLM is a general LLM trained and tested on
United States Medical Licensing Exam (USMLE) questions and then re-
fined by expert feedback and additional tuning [4].

Users typically interact with AI via a conversational interface called a
chatbot. Examples include ChatGPT, Gemini, Claude, and others. For ex-
ample, users pose a question to ChatGPTwhich uses DL to predict an ap-
propriate response based on its review of the entire internet as of April
2023. ChatGPT then adjusts responses based on additional prompts [3].
When it comes tomedical questions for example, if asked “What are the
dangerous causes of chest pain?” it will respond avoidingmedical terms
and include disclaimers recommending consultation with a healthcare
professional. However, with a more defined prompt, “I am an emer-
gency medicine provider. What are dangerous causes of chest pain?”
the response will include more medical terminology. Ultimately most
use cases of AI in medicine will utilize a model derived through one of
these processes, ML or DL, to process an unstructured data input and
create an output.

2. What are the potential benefits and challenges of AI in clinical
care?

Integration of generative AI into clinical practice has many applica-
tions. AI has the potential to improve access to information for patients
with an interface superior to current search engines to find answers
about their conditions. For clinicians, AI may decrease documentation
burdens, streamline electronic health record (EHR) search, aid in med-
ical decision making, and other use cases. Non-clinical uses include ad-
ministrative tasks such as billing, coding, insurance authorization, and
research.

Yet, challenges exist in AI's adoption and implementation. The way
models are constructed may be problematic. This is because themodels
assume the underlying data and patterns are correct. If trained on incor-
rect data, models may amplify existing biases, under-representations,
and over-representations in data sets. For example, a model designed
to provide suggestions for police vs medical dispatch for mental health
emergencies was more likely to recommend police help for emergen-
cies involving African American and Muslim men, subsequently
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influencing the dispatch decisions [5]. Multiple guidelines have been
created to reduce such bias and address disparities in AImodel develop-
ment [6,7].

Due to the rapid progress of the field, the rules and regulations for AI
are also evolving. There are questions about who has the authority to
regulate AI. Existing systems for regulatory approval such as the Food
and Drug Administration (FDA) may prove ineffective. They may also
stifle the ability to rapidly innovate. This is because AI, by definition,
can continuously improve on itself. The FDA has created a new regula-
tory framework focusing on lifecycle regulation (e.g. how AI models
change during their use) and where AI systems do not need FDA ap-
proval because they are not classified as “software as a medical device.”
[8] Currently, malpractice suits and caselaw surrounding AI is still lim-
ited, yet early cases suggest that physicians still bear the burden for
AI-generated errors if care standards are not followed [9]. Similarly,
health systemsmay be held liable for adoption of AI systems that create
unintended problems. Physicians may also be criticized for not follow-
ing or ignoring AI-generated recommendations if the physician's alter-
nate decision is not well supported or deviates from standard of care.
As AI use becomes more common, courts will likely look to professional
organizations to define norms on its use. Groups such as the American
Medical Association (AMA) have already developed guidelines for AI
[10]. Specialty organizations will likely do the same in the near-term.

Data security and privacy remains a large concern in the use of AI for
personal health information. Data use agreements vary in whether the
data is being used to further “train” the model. For example, 1.6 million
National Health System (NHS) records in the United Kingdom (UK)
were shared with the company DeepMind to develop an acute kidney
injury (AKI) risk tool. A privacywatchdog group ruled that this informa-
tion sharing did not comply with data protection laws. Despite this
ruling, DeepMindwas ultimately acquired by Google, further spreading
possibly unlawful access to health data [11].

Clinicians have also expressed concerns about loss of personalized
care and the therapeutic doctor-patient relationship with AI-
generated content [12]. They argue it is impossible to distill all factors
that affect medical decisionmaking into an input for one-size-fits-all al-
gorithms. For instance, unless all comorbidities are meticulously docu-
mented in the EHR, which is frequently not the case in ED records, the
AI may not be aware of certain contraindications. Thus, AI could gener-
ate discharge instructions for pancreatitis that recommend opioids
whichmay not be appropriate for a patient with an undocumented his-
tory of opioid use disorder [13]. However, evidence also exists that AI-
generated content is more empathetic than physician responses to
ational Library of Health and Social Security de ClinicalKey.es por Elsevier en 
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medical questions in an online forum [14]. How consumer and physi-
cian trust and comfortwith AI affects the doctor-patient relationship re-
mains an open question.

By their nature, the connections in DLmodels are so numerous they
cannot be explained, even by the AI. This creates a “black box” problem.
It is therefore difficult, if not impossible, for humans to verify the logic
behind the AI's processes. This maymake it difficult for clinicians to un-
derstand and confidently act on the recommendations provided. What
is more concerning is the phenomenon of “hallucinations”, where an
AI model generates incorrect or fictitious content and presents it as
fact. For instance, an AI may report that a patient with heart failure
has a particular ejection fraction when no recent echocardiogram is
found in the EHR. AI chatbots have even fabricated scientific references
[15]. Large efforts have been invested in eliminating hallucinations from
LLMs and newer models are proving more accurate [16,17]. For
Fig. 2. Potential uses for artificial intellig
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example, when ChatGPT was asked 284 medical questions, GPT-4–the
newer version–performed better than the older GPT-3.5. Both models
improved when retested at a later date [18]. Yet, risks of hallucinations
cannot be entirely eliminated. It is therefore critical that all AI-produced
content be vetted by a clinician for accuracy.

2.1. What are existing and potential uses of AI in emergency care?

Here we describe uses of AI for acute, unscheduled care across the
continuum of ED care from first symptoms to recovery (Fig. 2). We
also describe other related uses, including quality improvement, billing,
and research. We describe examples of existing and potential future
modalities. Importantly, AI is rapidly evolving. Therefore, uses of AI
will likely expand beyond the examples below as the technology
evolves.
ence in acute and emergency care.
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2.2. Symptom, injury, and illness (Fig. 2A)

When patients experience symptoms, suffer an injury, or become ill,
it prompts a decision about whether, when, and where to seek care. In
cases where the decision is obvious to the patient, they seek care
based on the acute or perceived presence of an emergency [19]. Some
may self-diagnose or self-triagewith online resources, such as symptom
checkers. These tools help with self-triage and generally rely on propri-
etary algorithmic approaches. Yet, they have been shown to have poor
sensitivity and specificity [20]. The result is high rates of both over-
and under-triage [21,22].

AI-powered chatbots offer advantages over symptom checkers. AI
chatbots can take in more detailed, unstructured information including
symptoms, physiological information, voice information, and camera
data. Additionally, AI chatbots are conversational [23]. The combination
of these attributes could improve and individualize recommendations
for self-triage. However, the accuracy of these systems will be sensitive
to the completeness and correctness of the data provided by the patient.
Importantly, they may not properly assess subtle or atypical symptoms
(e.g. an acute myocardial infarction presenting as shortness of breath).

Nevertheless, such systems have already been deployed and proven
accurate in triage and even diagnosis compared to physicians. For exam-
ple, the Babylon Triage and Diagnostic System, which uses a Bayesian
network of primary care medicine, performed similarly to a group of
seven physicians in evaluating clinical vignettes and providing an accu-
rate differential diagnosis (80.0% AI sensitivity and 83.9% physician sen-
sitivity) and safe triage recommendation (97.0% AI safety rating and
93.1% physician safety rating) [24]. More work is needed for validation
and assessment of patient confidence in their recommendations. AI
chatbots could potentially direct the patient to a particular setting of
care (i.e. call 911, go to the ED, see a physician, or self-care, etc.). AI
could also provide instructions on how to access care in a way that is
most convenient and safe for the patient.

2.3. Triage, waiting for care, and arrival notification (Fig. 2B)

During the process of triage, basic demographic and visit informa-
tion are collected verbally and through physiological measurement
(e.g. temperature, blood pressure) by a nurse. Following data gathering,
a triage level, most commonly using the emergency severity index (ESI)
is assigned. Yet, studies have demonstrated that ESI assignments are fre-
quently inaccurate and can exacerbate racial and sex based-biases [25-
27]. AI-based systems could augment clinical judgment by utilizing
data from the patient's triage and EHR to suggest an ESI level. For in-
stance the KATE triagemodelwas 26.9%more accurate than the average
nurse [28] and the TriageGOmodel identifiedmore than 10% of ESI 3 pa-
tients requiring up-triage who had increased risk of critical care, proce-
dures, or hospitalization [29]. Such models may be more objective and
reduce bias. Currently, algorithms that use Septic Inflammatory Re-
sponse Syndrome (SIRS) criteria to flag patients at high risk of sepsis
are helpful with the early detection and identification of patients for
time-sensitive interventions [30]. However, their high sensitivity and
low specificity raises concerns about unnecessary antibiotic and re-
source use [31]. AI models could utilize available unstructured data
(e.g. comparison of vitals to a previous encounter or a concern about
mental status raised in a nursing note) to more accurately identify pa-
tients with sepsis, decreasing false positive flag rates.

After triage, a patient may be given periodic updates on their care.
Current systems exist to notify patients via textmessage of routine clin-
ical actions (e.g. room assignments, order placement, discharge) [32],
but this can also occur through an AI chatbot that could provide context
and allow patients to communicate questions. Predictions of wait times
can be provided by the AI based on previous trends, and taking into ac-
count current volumes, boarding, and staffing [33,34]. Chatbot commu-
nications may also include the status of any triage labs or the
opportunity to complete registration.
43
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Consultants or primary care physician could also be automatically
notified by AI if their patient has presented to the ED with a relevant
complaint. For instance, a surgeon may be notified if their patient pre-
sents after an operation, or an oncologist if their patient presents with
neutropenic fever. AI models could identify such cases automatically,
but with emphasis on specialist personalization, thereby decreasing
the administrative burden of notifications by the ED care team while
avoiding over-notification.

2.4. EHR data review (Fig. 2C)

Past information available for review in ED patients may range from
none to years of visits and admissions. The inefficiency of EHRdata gath-
ering may lead physicians to proceed directly to the patient interview
and rely on the patient provided information. The trouble is that patient
knowledge of past medical history and medications is frequently in-
complete [35,36]. This can lead to miscommunication of key informa-
tion about relevant risk factors and prior care. The inefficiency of this
process can lead to repetition of diagnostic tests already performed at
another facility [37]. An alternative is that based on chief complaint,
the AI generates a brief relevant report for the clinician. This information
is pulled from the EHRand any connectedhealth information exchanges
(HIEs) (e.g. CareEverywhere) and includes relevant history, testing, and
consultations. For example, for a patient with chest pain, the most re-
cent stress test, echocardiogram, and cardiology consult may be pre-
sented, as well as prior visits for similar symptoms and the results of
those evaluations. This information could be provided with links back
to the original information location in the EHR to allow the clinician to
verify and find further details.

2.5. Electronic Health record documentation (Fig. 2D)

Clinicians document their EHR notes in a variety of ways: during,
after their encounter, sometimes after their shift, or via use of a paid
human scribe. Clinicians documenting directly in the EHR during an en-
counter have been shown to havemixed effects on the patient-provider
relationship [38]. By contrast, documenting after the shift may result in
unrecalled critical information loss. An emerging AI use case that exists
today is ambient AI, where the clinician-patient interaction is recorded
and processed from speech-to-text. This is then converted into an ap-
propriately formatted note which can be sent directly or copied into
the EHR, for the clinician to verify, edit, and sign. Such products report
increased efficiency and reduced burnout [39,40]. There aremultiple pi-
lots of such systems on-going, but thus far there is limited data on their
use in ED settings.

2.6. Augmenting medical decision making (Fig. 2E)

When it comes tomedical decision making (MDM), the AI may sug-
gest tests or consultations. It could suggest up high-risk diagnoses from
the pattern of data (e.g. the “tearing pain” of an aortic dissection) or sug-
gest potential diagnoses for rarer presentations (e.g. fever and rash in a
patientwith travel fromAfrica). Suggestionswould need to be designed
in a non-intrusive way that integrates with workflow, thereby avoiding
the disruptions and fatigue associated with traditional best practice ad-
visories (BPAs) [41]. The AI would be able tomonitor how these sugges-
tions are dismissed or addressed by clinicians, thereby adjusting and
personalizing further recommendation timing and content.

Information from the EHR and the patient interview can be utilized
to assist the clinician with MDM. Validated clinical decision tools and
scores (e.g. Wells for pulmonary embolism, National Emergency X-
Radiography Utilization Study [NEXUS] for neck imaging)may be calcu-
lated and automatically shown to thephysician. Tools could also beused
at the time of disposition to determine appropriateness of outpatient vs
inpatient treatment. For example, theHistory, Electrocardiogram (ECG),
Age, Risk Factors, and Troponin (HEART) score can be used to risk
ational Library of Health and Social Security de ClinicalKey.es por Elsevier en 
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stratify patients with chest pain for their likelihood of major cardiac
events (MACE) post-discharge [42].

AI can already provide broad and helpful differential diagnoses even
in complex cases, which is a capability that will likely improve as AIs are
trained on EHR data [17]. In the future, suggestions for an expanded dif-
ferential diagnosis could be provided based on available unstructured
information in the note and EHR. Additionally, image recognition soft-
ware can be utilized for dermatological complaints, wherein AI can as-
sess a clinical photo to provide a differential diagnosis [43].

Decisions regarding testing and treatment can also be augmented
by AI. For instance, allergy alerts and drug-drug interaction flags
could be narrowed to those that are clinically appropriate/relevant
(e.g. previous tolerance of cephalosporins in penicillin allergy). Or
if a patient has multidrug-resistant organisms (MDROs), an alert
can appear when ordering an antibiotic that patient cultures have
been resistant to in the past, with links to the appropriate culture
data.

2.7. Handoffs between emergency physicians (Fig. 2F)

Given the nature of shift work for both emergency physicians and
nurses, handoffs frequently occur in the middle of a patient's course.
Handoffs are sometimes rushed and often unstructured [44]. Un-
structured handoffs have been shown to increase errors compared
to a structured approach [45]. With an AI summary system, a rele-
vant and brief sign-out could be created in a preferred format, such
as the Situation, Background, Assessment, Recommendation (SBAR)
or Illness severity, Patient Summary, Action list, Situation Awareness,
Synthesis (IPASS) formats using the information obtained in the
visit. The summary could also contain a list of pending items (e.g. im-
aging tests that have not been yet completed) and the current plan of
care.

2.8. Interpretation of test results (Fig. 2G)

As results of tests becomeavailable, theAI can further expandor nar-
row the differential and assist by indicating which values are abnormal
based on the patient's previous results (e.g. comparing creatinine or he-
moglobin to baselines in the EHR and HIEs). AI could also be used for in-
terpretation of radiographic images, especially in locations where a
radiologist may not be immediately available. Models already assist in
finding intracranial hemorrhages [2,46], pneumonias [47],
pneumothoraces [48], and fractures [49]. Such models are in use now
andhave had recent improvements [50], butmorework is needed to in-
crease the accuracy and real-time nature of these analyses. Currently,
sensitivities and specificities of such models vary, with some matching
or exceeding radiologists (e.g. 91% sensitivity and specificity for fracture
detection [49]), while others are less accurate (e.g. 69% sensitivity for
subdural hemorrhage and 77% for acute subarachnoid hemorrhage.)
[46] Additionally, further studies are needed to determine whether
these technologies lead to additional confirmatory testing and increased
length-of-stay. As results become available, the model could incorpo-
rate these results to narrow the differential diagnosis, calculate further
risk scores and decision tools, and provide recommendations for further
testing or treatment.

2.9. Patient monitoring and communication (Fig. 2H)

AI could use data such as vital signs and testing results to monitor
patients in the ED for high-risk conditions (e.g. sepsis) and predict dete-
rioration. Scoring systems, such as the electronic Cardiac Arrest Risk Tri-
age (eCART) tool, which uses recent vital and lab trends to determine
risk of inpatient deterioration requiring escalation to the intensive
care unit (ICU), are already utilized [51,52]. Such tools could be applied
and expanded to the ED setting. These systems could help nurses prior-
itize re-assessment of sicker patients. The AI model could also prioritize
44
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patients with clear dispositions to prompt the discharge or admission
process.

2.10. ED discharge, prescriptions, and follow-up (Fig. 2I)

If a patient is deemed appropriate for discharge, AI can help create a
personalized after visit summary or discharge instructions incorporat-
ing information from the visit, return precautions, and follow-up in-
structions. Despite their importance, current discharge instructions are
frequently not understood [53]. AI could allow this information to be
easily translated to other languages, to lower reading levels, or even
converted into a short video, which may help address health and med-
ical literacy disparities [54-56].

Prescriptions could be screened by AI for appropriateness, such as
avoiding benzodiazepines in the elderly, safety of medications in preg-
nancy/breastfeeding, addressing previous MDROs, avoiding dangerous
drug-drug interactions with patient's existing medications. They can
also be screened for cost to the patient, providing alternatives if the
medication would be cost-prohibitive and lead to non-adherence, a
common issue with three in ten adults reporting not filling prescribed
medications [57]. An appropriate automatic follow-up appointment
could be scheduled or the specific specialist scheduling team could be
notified to prompt an appointment to be created.

2.11. Post-discharge follow-up and recovery (Fig. 2J)

AI could automatically contact a patient after discharge to determine
if they have been able to access their medications, follow-up appoint-
ments, and assess their symptoms. Unfortunately, most previous ED
and inpatient readmission risk prediction models are inaccurate
[58,59], which may require calling back all patients, a resource- and
time-intensive task. Instead, AI models could potentially determine
which patients are at high risk for being unable to access follow-up
care or at high risk for return visits [59-61]. These patients can then be
prioritized for check-ins by nurses or case managers, or by an AI-
chatbot, which could assess the need for an immediate return visit or
update the timing of longitudinal follow-up (e.g. request an earlier ap-
pointment with a specialist).

2.12. Billing and coding (Fig. 2K)

Currently, data from charts is manually reviewed by humans to de-
termine coding. Errors andmissing information are reported to the phy-
sician with requests for clarification. These requests may be delayed by
weeks, at which point the physicianmay not recall the case. Instead, in-
formation for billing and coding could be extracted automatically and in
real-timebyAI. For example, as the physician signs the note, AI could in-
form the physician of deficiencies, such as independent interpretations
of ECGs, additional diagnostic codes, or qualification for critical care
time, which could be automatically estimated. Automated AI-based
coding and billing could also decrease the cost of non-clinical staffing re-
quirements for physician groups and hospitals.

2.13. Quality improvement (QI) and research (Fig. 2L)

Data on any number of research and QI questions could be pulled
from the EHR from structured and unstructured sources using AI.
While previously unstructured data would need to be extracted manu-
ally or using chart review, AI may be able to efficiently extract and sum-
marize unstructured information, even in real-time [62]. For example, QI
measures, such as sepsis documentation, could be rapidly assessed and
reported back to clinicians efficiently to improve care. Health systems
seeking to study a particular clinical issue, could use AI to query EHR
data pre- and post- interventions. For example, AI could rapidly assess
how often a HEART scorewas documented anywhere in the chart for pa-
tients with chest pain before and after an educational intervention.
ational Library of Health and Social Security de ClinicalKey.es por Elsevier en 
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3. Conclusions

In the future, AI has the potential to be integrated deeply into ED and
acute unscheduled care. Importantly, despite the transformative use
cases described above, we believe there will always be a role for
human physicians in EDs and that AI will serve as an adjunct rather
than a replacement for physician care. The industrial revolution in-
creased specialization and decreased repetitive manual tasks. Similarly,
the AI revolution will decrease rote information recall, documentation,
and serve as a support for many processes as we have described. How-
ever, it will not eliminate the role of the emergency physician as the key
communicator, empathizer, and ultimate decision maker in patient
care. As the field evolves, physicians should strive to be informed
leaders in AI development to ensure it is performed in a cautious,
thoughtful, patient-centered manner. All AI-created materials must
continue to be vigilantly verified by a clinician, as issues of model accu-
racy and bias can never be fully eliminated. Data safety, liability, and
regulation will also evolve as AI adoption increases and physicians
should strive to stay informed on such topics. The overall goals should
focus on improving care quality and patient experience, decreasing
costs, and decreasing cognitive, documentation, and emotional burdens
on physicians and other ED staff.
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